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ABSTRACT
In Augmented Reality, interaction with the environment can be
achieved with a number of different approaches. In current systems,
the most common are hand and gesture inputs. However experimen-
tal applications also integrated smartphones as intuitive interaction
devices and demonstrated great potential for different tasks. One
particular task is constrained object manipulation, for which we
conducted a user study. In it we compared standard gesture-based
approaches with a touch-based interaction via smartphone. We
found that a touch-based interface is significantly more efficient,
although gestures are being subjectively more accepted. From these
results we draw conclusions on how smartphones can be used to
realize modern interfaces in AR.
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1 INTRODUCTION
Augmented Reality (AR) applications presented in head mounted
displays (HMD) allow the user to experience virtual content embed-
ded in their surrounding environment wherever they are. While
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navigation is becoming less of an issue, due to precise tracking tech-
nology, interaction is still being achieved by a variety of different
interfaces. The most common are hand and gesture-based interac-
tions, which integrate well into current HMDs and theoretically
allow for a more natural interaction with the virtual environment.
Recent approaches have also experimented with touch-based inter-
faces for AR systems. Budhiraja et al. [1] described several possible
techniques to integrate handheld devices (HHDs) as inputs for se-
lection tasks. Further research shows the efficiency of HHDs in
combination with AR for unconstrained object transformation [3]
and object selection [1] as well as in combination with VR for text
input [5] and level editing [7]. Although it is possible to manipulate
up to 7-DOF with a HHD [2], we constrain our transformations to
2-DOF since this kind of transformation is used in a wide range
of available AR applications and was previously not investigated.
Therefore, we evaluate a gesture-based interface against a touch-
based interface for an object transformation task in an AR scenario.

For reference to established SOTA, we also included a gesture-
based approach with gaze selection, which is designed to support
transformations with additional DOF. For constrained object ma-
nipulation however, we expected this method to be less efficient.

2 EXPERIMENT
The purpose of this experiment was to understand the effective-
ness of a touch-based interface compared to two gesture-based
approaches. Therefore, the participants wore a Microsoft HoloLens,
a self-locating optical see-through head mounted display (HMD).
Additionally, a Samsung Galaxy S8 was used as touch-based inter-
face. A stationary server communicated wirelessly with the HMD
and smartphone to log the task status and to switch seamlessly
between the different conditions.

2.1 Task
The task was to scale and rotate a virtual character to match the
transform of a reference character, the target, shown next to it. If
the task was fulfilled, the virtual character turned green. For each
iteration, the target was randomly rotated around the y-axis and
scaled uniformly. In order to maintain the same task complexity
throughout the iterations, the transformation difference towards
the target was kept constant.

2.2 Conditions
The participants were exposed to three conditions in a counter
balanced Latin square order.
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Figure 1: The three different interaction variants: Left: UI Handles,
middle: Gestures and right: Smartphone.

The UI Handles (H) condition is based on Microsofts HoloLens
transformation method with gaze, gestures and a bounding box
with virtual handles (cf. Figure 1) [4]. By selecting one of these
handles via gaze the user is able to perform the HoloLens air tap
gesture to initialize either rotation or scaling. During the closed
air tap gesture, the user can move the hand vertically to scale
and horizontally to rotate the object. Thereby only one action is
performed at the same time. The manipulation process is stopped
once the tap gesture is opened again or if the hand is no longer
tracked. The participant gets an acoustic and visual feedback about
the current transformation state. The Gestures (G) condition is
similar to the UI Handles , except there is no gaze selection and no
bounding box. The transform selection is directly identified by the
users’ gestures once their hand starts moving.

In the Smartphone (S) condition, the participant uses touch-input
for the transformation. The input movements themselves are con-
sistent to the gesture-based methods and are similarly detected.
By swiping vertically or horizontally on the display, the object is
scaled or rotated.

2.3 Procedure
A total of n = 21 subjects (19 male, 2 female, average age 25)
participated in the study. 57% had previous experience in VR or AR.
At first, a short oral introduction was given to the participants, in
which the task was clarified. For each condition, the participants
received written instructions of the interaction method followed
by a two-minute training session. Subsequently, five task iterations
were performed with their completion times recorded. Finally, the
participants had to answer four questions on a 7 point Likert scale
(1 = very positive, 7 = very negative):

Q1 How good could you learn the interaction in the given time?
Q2 How easy was the interaction?
Q3 How intuitive was the interaction for scaling?
Q4 How intuitive was the interaction for rotating?

This procedure was repeated for the remaining two conditions.
In a final question, the participants selected a favorite interaction
method and justified their decision.

2.4 Analysis of the Results
Since the recorded measurements are time based, the produced
results do not follow a normal distribution (Shapiro-Wilk: α =
5%, pH = 0.207,pG = 0.299,pS < 0.001). A Friedman signifi-
cance test shows an effect in the task completion time (α = 5%,
χ2(2) = 36.86,p < 0.001). The smartphone interaction is signifi-
cantly faster (post-hocWilcoxon comparison with Bonferroni cor-
rection: ZHS = −4.015, pHS < 0.001; ZGS = −3.215, pGS < 0.004)
with medians ofMdnS = 3.91s ,MdnG = 6.17s andMdnH = 21.68s
(cf. Figure 2, left). In the questionnaire, the answers are not equally
distributed (Shapiro-Wilk: α = 5%, pQ1−Q4 < 0.05). A Friedman
significance test yield significant variation among conditions (α =
5%, χ2Q1(2) = 34.85, χ2Q2(2) = 34.76, χ2Q3(2) = 23.40, χ2Q4(2) =
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Figure 2: Left: The task completion time during the 5th iteration for
each condition. Right: Given answers of the questionnaire.

18.03,pQ1−Q4 < 0.001). A post-hocWilcoxon test with Bonferroni
correction only reveals a significant difference for Q2 for the Smart-
phone and Gestures condition (ZGS = −2.86,pGS < 0.013). For all
answers, the UI Handle method differentiates significantly to all
other conditions which was to be expected (cf. Figure 2, right). In
the final question, the Gestures condition was selected significantly
more often as favorite interaction type ( χ2(2) = 8.95, p < 0.012).

3 DISCUSSION AND FUTUREWORK
In our study, we observe that the usage of a touch-based interaction
in AR is more time efficient in constrained transformation tasks
compared to both gesture-based methods. A possible explanation
for this could be that a smartphone interaction is more common and
better known. The most surprising aspect of the result is that the
subjects rated the Gestures condition more likable even though they
tend to perform the interaction with a smartphone significantly
faster. This greater acceptance of gestures was also observed by van
Beurden et al. [6]. Multiple participants associated with gestures
that they were grabbing the virtual character with their real hands
which was perceived as a natural way of manipulating the character.

In conclusion, a smartphone-based interaction in AR performs
significantly faster compared to gestures for constrained object
transformation even though the gestures are more enjoyable. For
future work, we suggest combining smartphones and gestures for
an efficient and pleasant user interface. Also we plan to extend the
user interface to more complex interactions like text input.
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